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0. Introduction
The organizers of this conference must have had their own reasons for inviting a linguist to say something about dictionaries. If I may guess why, I can think of two reasons. Firstly, they know that I belonged to a team of four linguists setting out to make the counterpart of the Dutch Big Van Dale, our leading dictionary. From scratch we made a blueprint called Opzet (Design) of 68 pages, on the basis of which a full-fledged dictionary can be produced. However, at the very moment the large team of entry-authors was installed to write the lexical entries on the basis of the script, the economic recession in 1981 made it painfully clear that the Dutch language community cannot or does not want to afford two top dictionaries: twenty million speakers is probably too little for having two dictionaries of the Big Van Dale size. The second reason must be that last year I wrote a long, very critical review article about the new edition of the Big Van Dale. These two things taken together put me in the position of a sour music critic having written a symphony that has never been performed. It wouldn't help to observe that in the history of architecture there are many more designs than buildings and that yet these designers are called architects.

So I have to appeal to a third reason: I started as a generative linguist, but gradually I have diluted-down into a semanticist employing the tools of mathematical logic for my work on quantification and temporal structure. Combining the three, I shall address you as a constructive and critical semanticist.
1. The five C's

Let me first briefly discuss the five criteria for judging definitions and register labels of monolingual dictionaries, because some of them show up in what I am going to say. I will call them the five C’s: completeness, consistency, correctness, currency, and citation. In my review I identified them with the help of a relatively small knowledge domain: chess. This served as a revealing sort of model for testing the criteria applied to the dictionary information about structured knowledge domains like logic, mathematics, law, physics, medicine, economics, music, among others.

Completeness can be taken globally and locally. Global completeness is rather uninteresting from the definitorial point of view, because the size of dictionaries is determined by the publisher or by other practical nuisances. No, completeness is to be understood here primarily in its local sense. If you include horse, then the structure of the chess game domain requires that king, queen, rook, bishop and pawn also be included. So, you are incomplete if you tell what naturals, integers and reals are, but you forget the rationals. I pointed out that in general Van Dale failed to have this sort of completeness in all sorts of important knowledge domains. I am not going to repeat my review of Van Dale here. What I say, applies to many many foreign dictionaries as well, but in this talk the completeness criterion will not be at issue.

Consistency is a very interesting criterion. Van Dale gives appropriate information about the moving of bishops along the diagonals but it restricts itself for horse to: name of a piece of chess. This is not consistent. It reveals the lack of a coherent point of view organizing the definitions of the chess pieces. Sometimes Van Dale gives the form, sometimes the movement, sometimes the importance of the pieces. In this respect, Webster College is really excellent: as a chess player you feel that the definitions were checked by someone who knows the game. Petit Robert is somewhere in between.

Correctness comes into play in different ways. One may not ask the impossible so one may accept definitions which can be located between a lower limit and an upper limit. ‘Name of a chess piece’ is far below the lower limit for the definition of horse in a chess game. It gives practically no information: no dictionary would think of defining poem as ‘Name of a literary expression form’. On the other hand, you do not learn the chess game by reading a dictionary. This attitude seems to be a reasonable way of judging a dictionary, although the size of the dictionary is, of course, a factor in fixing the lower and upper limit. Compatibility is a catch word
a definition must be compatible with the meaning which experts of the relevant domain standardly attach to it. Correctness could also be used in judging information which is unnecessarily too vague and too broad, as is the case with the meaning of many labels.

Currency is a funny thing. Some dictionaries take a range of about hundred years for the meaning description of words. However, you cannot always freeze the use of words. In Dutch, we have two names for bishop: loper (lit: walker) and raadsheer (lit: councillor). Likewise for the rook we have the pair toren (lit: tower) and kasteel (lit: castle). Generally, only people having the age of sixty and older will use raadsheer and kasteel. These names are dying out. People in their fifties and younger always use loper and toren. Currency means that it is quite odd to still have the definitions under raadsheer (councillor) and kasteel (castle) rather than under loper (walker) and toren (tower).

Finally, citation. I could have skipped it here, but a fact of life is that many dictionaries fill a lot of room by quoting literary authors, not so much I am afraid because this gives information about the meaning of a specific word, but rather as a sort of signal to linguistics: ‘Keep your hands off. We, lexicographers, have a very respectable philological background and mission: we foster the cultural treasures of the past.’ But cultural is taken in Van Dale as ‘literary’, which results in quoting a writer rather than a mathematician for the illustration of a notion like transitivity. And this leads to the wrong meaning explanation.

How strict these criteria should be applied, depends of course on the room for definitions in the dictionary. Focussing on a range between about 2000 pages (Oxford Advanced, Duden, Petit Robert, Garzanti, Felice/Duro) and 4000 pages (Van Dale) one may accept that in smaller dictionaries the descriptions are reduced to simple indications like ‘chess piece’, but in that case it is better not to do what the majority of smaller dictionaries does: to define the knight as having the form of a horse’s head and the bishop on its diagonal move. Of the five criteria, consistency is indeed the least dependent on size and it is the most urgent one at the moment. It is extremely easy to find inconsistencies. Until the late eighties, one cannot really blame anyone for this: they are due to the dreadful filing cards of the past and the impossibility for any human being to remember all information written on them. This situation has been changed quite rapidly due to technological improvements, and it is still changing. This makes consistency a very important criterion indeed, because in this transitory phase dictionary entries and labels have to be checked and
rechecked on consistency. The problem is that most lexicographers cannot start from scratch and have to repair the boat while sailing.

I talked about our linguistically based design and I am sure we would have beaten many dictionaries including Van Dale in terms of the five C's. If you start from scratch, it is easier to remain consistent, complete, correct, etc. But after some reflection I must admit that this is probably not a virtue of the linguistic part of the design. At the time, linguistics still hated semantics. So being semantically interested, what we did in determining for example the general format of verbal information, was to use the then—and in Chomskyan circles still—peripheral localistic framework of Gruber and Jackendoff, with a little Fillmore in it. A glance at the current literature is sufficient to observe that linguists (and not only generative linguists) still cannot deliver the goods as requested. As long as they do not reach consensus about whether there are four verb classes (States, Activities, Accomplishments, Achievements) or three (States, Processes, Events), or as long as theories change the picture completely every seven years, it is hard to see how lexicographers could possibly apply anything.

2. The Message

Here, I think, I should reveal something more of the message I would like to convey at the level of generality at which I am allowed to speak. You are in Holland, so you are supposed to receive a Message.

As you all know, lexicography has started as part of the philological reconstruction of the past: people were interested in the meanings of the words spoken and written by their ancestors, and it was only later that dictionaries were made to register current meanings. Philology, at least in the Dutch sense, is a sort of (literary) reconstruction of worlds (domains) in which language is being interpreted: sentences are looked at, given a domain of interpretation, at a certain point in time and by relating them systematically to the world in which they were used, one may determine their meaning. In this enterprise, it is vital to lay down how words as the building blocks of sentences were being used in different contexts. If you remove the restriction to the study of literary history, this characterization of philology is nothing but the general definition of model theory as developed in mathematical logic and successfully applied in current semantics: it develops means for constructing and reconstructing models in which expressions can be interpreted.
Now, the Message itself: being a part of semantics, lexicography is in the process of being mathematized, irreversibly. It cannot escape from this development because the foundations of a good lexicographic description are completely definable by mathematical-logical concepts such as consistency, completeness, correctness, etc. Lexicography is focussed on connecting language with the world in which this language is being used and by doing this it falls right in the scope of model theory, much to its profit I would like to add.

Let me first save myself from being sold a dummy. Nowadays, every lexicographer will admit that no serious dictionary can be made without computation and that countless improvements in the quality of information processing are due to this development: the computational tools contribute to a much better overall organization of dictionaries by providing for data bases in which lexical information is stored and on the bases of which dictionaries can be made. For the organization of data bases mathematical-logical notions are indispensable. The dummy is this. Some lexicographers having said this in a genuine mood, will hire technical experts to take care of this part of the job. It would leave them the room to stick to their good old definitions and labels and to keep away from formal semantics.

My point is that parallel to and concurrent with the technical improvements in the area of information processing, storage and retrieval, mathematical-logical tools also play an increasingly dominant role in obtaining adequate definitions and labels. Of course, lexicographers should not be turned into mathematical logicians. They are in a very fortunate position of being able to make practical decisions about seemingly endless and tiresome discussions of theoretical issues, so they can use what is available as a practical tool. Considerable improvement of the definitions can be made by applying elementary set-theoretical algebraic notions. Not in the definitions themselves, but in a reliable check on the definitions. I will demonstrate this point here today with the help of an investigation of a register label and I will tie it up with a sort of theoretical model for the design of definitions, also in view of a second Message that I want to convey at the end of my talk.

3. Sets as functions
The mathematical logician Richard Montague contributed (at least) two important insights to semantics. The first one is that a set can be equated
with a specific sort of mathematical function construing it. The second is that sets can be made dependent on indices.

As to the first, let us capitalize on the fact that a property, say HORSE, may be described at least in terms of all the things that have this property. In this way, the world about which we speak (at a certain index, which we keep fixed here) is divided in those things that are called horse and those things that are not horses. A lot of philosophy can be thrown in, because sometimes you cannot determine whether or not things are horse. But these qualms shouldn’t worry the lexicographer. Why should they burden the dictionary with the scientific problems of biologists concerning the fault between horses and non-horses. So, they operate on the safe side and can see a set as construed by a (mathematical) function which has the form of Figure 1. This function is a domain splitter: it separates things that are horse from those that are not.

![Figure 1](image)

Most of the categories you describe in the dictionaries can be treated in this way. Your whole existence as a lexicographer—categorizing and subcategorizing things—is based on this sort of splitting, so why not express it formally, if it helps you to improve on things?

There is an attractive sort of ontology in Figure 1. Individuals are marked as e (entity), the values 1 and 0 as t (truth) and the function mapping individuals to 1 or 0 as et. The algebra we need is simple: et(e) ⇒ t. That is, et applied to e yields t. So, you have function et and for all arguments of the type e of individual, the result will be one of the truth values t. Truth is a very practical guide indeed: it helps organizing things into two regions: a set and its complement. Both are also of type et: you
can say that a set is nothing but the result of splitting a domain such that the set and its complement are formed.

The second point made by Montague is that sets (or if you wish, the splitting functions) can be made dependent on indices. For example, the set of horses at this moment (or more general: an arbitrary index \( n \) pertaining to some context) is different from the set of horses say on Tuesday last week (or an index \( n-1 \)), which means that technically you need a function operating on indices yielding the sets of horses at any relevant index. Each of the three circles in Figure 2 can be replaced by Figure 1 with possibly different values for the individuals \( e \).

![Figure 2](image)

Index-dependency comes already much closer to the property of being a horse. Moreover, it enables to bring in all sorts of partial information, such as context restrictions, pragmatic factors, etc. The index machinery covers the intuitive notion of sense, that is so dear to lexicographers. Of course, this is not the whole story, but you certainly will accept the point of departure: you have the property of being a lexicographer and this must have something to do with the simple fact that here and now you constitute an indexed set of people called lexicographers, some of which are connected to earlier Euralex-indices.

4. The L-model
Verkuyl (1978) proposed a model, call it the L-model, for the construction of a mental lexicon in which information associated with a particular lexical item, say *horse*, is structured as in Figure 3. Its entry in the lexicon \( L \) is split up in:

- a component \( N \) in which a lexical item *horse* is biconditionally connected with a concept HORSE by an interface predicate \( \text{Is\_called\_} \), which assures that \( x \) is called a horse if and only if \( x \) is a horse.
- a component \( C \) containing if-then rules, whose consequents are spelled out in other entries, as illustrated for \( P(x) \) in Figure 3.
The name-giving component \( N \) assigns a unique name to a concept (I don’t believe in complete synonymy), in this case the concept \( \text{HORSE} \), which is interpreted as a function construing a set: \( \text{HORSE} \) in \( N \) denotes the domain-splitting function of Figure 1. In \( C \) it is characterized as to the conditions an entity \( x \) should have in order for it to be mapped to 1 rather than to 0.

The top rule in \( C \) requires that if Alice is a horse, Alice has the property \( P \). Say \( P = \text{MAMMAL} \), then in \( L \) there will be an \( N \)-entry connecting the Dutch noun \( \text{zoogdier} \) (the English \( \text{mammal} \)) to the concept \( \text{MAMMAL} \), which in \( C \) is related to the concepts \( \text{ANIMAL} \) and \( \text{NURSE\_WITH\_MILK} \), by rules like:

\[
\text{MAMMAL}(x) \Rightarrow \text{ANIMAL}(x)
\]
\[
\text{MAMMAL}(x) \Rightarrow (\text{NURSE\_WITH\_MILK}(x,y) \& \text{OFFSPRING}(y,x))
\]

So, there are two steps between \( \text{horse} \) and \( \text{animal} \), as in Robert. Some dictionaries, like Webster and Cobuild, give ‘animal’ rather than ‘mammal’. This is not excluded in the \( L \)-model, but it remains very close to the well-known technique of genus proximum et differentiae specificae. There is no need to give an exhaustive list of properties of \( \text{HORSE} \) because the if-then-structure of \( C \)-rules replaces the bi-conditionality which was so heavy a burden for the philosophers and decompositional
The unconditional arrow gives just partial information about a concept (the antecedent) and relates it by the information in the consequent to the whole system of concepts that forms the knowledge base, because all consequents have their own antecedent position. In this way, the L-model remains quite close to the needs of the lexicographer: just a couple of inclusion relations for the kernel of the meaning and the rest of the knowledge is found via the defining terms, when necessary or allowed by the number of pages available.

I am not selling you a model here. There are so many more newer models for sale in the literature that I am sure you will not buy a 1978-model. Yet, it stroke me as handy for the explication of the general points I would like to make, the more so, because the editor-in-chief of the WNT—the mother of all Dutch dictionaries—supports the view that:

... the word meaning is the lexical concept connected with the word form. Herein the distinction between linguistic and encyclopaedic knowledge data is dissolved. However, a concept is never on its own, but it is connected with other concepts in a conceptual structure.

This applies to the L-model, but the quote is not about it. It is a support for the so-called cognitive semantics. But for some incomprehensible reasons cognitive semanticists seem to hate sets. So, there is some cognitive dissonance around here. I will return to this declaration of love in the quote after having demonstrated how concepts can be sensefully connected with sets.

5. The label <figurative>
I will now first apply the L-model to the analysis of <figurative>. The use of this label in Van Dale is quite misleading, as it is in the foreign dictionaries that use it. Let me begin with a related label which in the first post-war edition of Van Dale restricted one of the senses of the word jood (jew) in (1):

(1) (oneigenlijk) woekeraar, afzetter, bedrieger ...
    (not proper) usurer, swindler, impostor

The interpretation of <oneigenlijk> (= not literal, proper, actual) as a label poses a problem haunting virtually every dictionary: labels are not properly defined. In virtually all cases one has to find their meanings in...
the lexical entries themselves. This leads to vague, useless and uninformative circumscriptions, as you can see in (2).

(2) not taken in a proper, real sense, figuratively, metaphorically.

Are the three explanations in (2) synonymous? No, they are not: not taken in a real sense is not the same as figuratively, and figuratively is not the same as metaphorically.

Some people are inclined to take <oneigenlijk> as <figurative>. This would (1) give the status of the entry for juif in the 1985-edition of Grand Robert in (3), except for the extra information given by the label <péjoratif>. Or the status of the entry for giudeo in the Italian Félice/Duro where the <figurative> label is accompanied by <spregiativo> (scornful, disdainful).

(3) *Fig. et péj.* N Vx. Personne âpre au gain, usurier. —Adj. Avare, âpre au gain. *Ce qu’il est juif!*

(4) *fig. spreg.* Persona avara, molto attacata al denare e al quadragino; strozzino.

A set-theoretical analysis is sufficient to make clear why <figurative> is really inadequate and also dangerous for (3) and (4) and would be so for (1): if I is the set of impostors and J is the set of Jews, then the canonical basis for empirical research should be the situation in Figure 4, which is the well-known format for the Theory of Generalized Quantification, one of the most successful semantic theories to date.

\[
\begin{array}{c}
I \\
\cap \\
J \\
\cup \\
I\cap J \\
I\cap J^c \\
J^c\cap I \\
J^c\cap J^c
\end{array}
\]

*Figure 4*

Here are five sets I, J, I\cap J (impostors who are not Jewish), J^c\cap I (Jews who are not impostors) and I\cap J^c (Jewish impostors). Theoretically, the sets I\cap J,
IJ, and J-I may be empty. Lexicographers making up definitions like (1), (3) and (4) before they put the label to it, are minimally required to check whether J-I is empty. But empirically it is a simple fact of life that no set in Figure 4 is empty. The writers of (1), (3) and (4) must have known this.

Figure 4 shows what happens if you empty J-I: you end up with J \subseteq I, that is, J being a subset of I. This quantificational discrepancy between reality and use should force a lexicographer into a label. Whatever it may be, never can and should it be <figurative>, <transferred> or <par analogie>, as defined in the entries of dictionaries. At this stage it is also important to see that labels like <péjoratif> in Petit Robert or <calificativo> in the Spanish María Moliner or <Beledigend> (Offensive) in Van Dale, or <spregiatio> in Garzanti, or <abwertend> in Brockhaus and Duden, or <offensive> in the OED suffer from basically the same failure to apply labels consistently and correctly, as I will show shortly. Again the basics of set theory will be a surprisingly good guide, it seems to me, to keep things tidy in this area.¹³

6. Sets of sets

Set theory provides the means to speak about sets of sets. Properties can be represented by (though not identified with) sets, so it has become standard in semantics to think of Mary in terms of the properties she has. In other words, we can treat Mary as the collection of all the sets to which Mary belongs.

Figure 5 gives you an idea: Mary is the dot m. She is an element of each of the circles. Mary is attractive, so she is a member of the set A of things that are attractive; she is a bachelor of Science, so she belongs to the set B
of bachelors of Science, she is a chess player, etc. Mary is unique due to the unique configuration of circles around her, which distinguishes her from other entities.

What about giving nouns a similar treatment? In Figure 6 we see a black spot but now it is a set rather than an individual.\textsuperscript{14}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6}
\caption{Figure 6}
\end{figure}

That is, \( H \) is made unique by its subset-relation to the sets \( P, Q, R, \) etc. It will be clear that Figure 6 gives exactly the same information as the C-rules of the model in Figure 3. If \( H \) is the set of horses and \( P \) is the set of mammals, then Figure 6 expresses that if \( x \) belongs to \( H \), \( x \) also belongs to \( P \). Less than a handful of circles will be sufficient, if the publisher allows that many.\textsuperscript{15}

Suppose we have two nouns \( X \) and \( Y \) and we want to establish a figurative relationship between them. Then a reasonable way to proceed is to assume that they are both contained by the same circle, i.e. that they share a property which connects them in some way, as illustrated in Figure 7. This says (i) that \( X \) and \( Y \) are disjoint (an entity \( x \) cannot be member of both \( X \) and \( Y \)); and (ii) that both \( X \) and \( Y \) are subsets of \( Z \).

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure7}
\caption{Figure 7}
\end{figure}
These two strict conditions on the relation between X and Y, given a sufficiently systematic use of the Z-relation between them give the label <figurative> a workable sense. It would become a technical term which must be explicated in the Preface of a dictionary and not in one of the entries, as customary. It determines the room for other labels coining different situations.

7. Restricting the label
Let us consider some cases. Papillon (butterfly) in the Grand Robert and Petit Robert is treated figuratively as: ‘un esprit léger, volage’, like vlinder in Van Dale. This use can be supported on the basis of the two conditions of Figure 7.

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>papillon</td>
<td>personne volage</td>
<td>comportement inconstant</td>
</tr>
<tr>
<td>butterfly</td>
<td>capricious person</td>
<td>inconstant behaviour</td>
</tr>
<tr>
<td>chien</td>
<td>person you despise</td>
<td>inferior</td>
</tr>
<tr>
<td>horse</td>
<td>person</td>
<td>behaviour of a quadruped</td>
</tr>
<tr>
<td>exploser</td>
<td>se manifester</td>
<td>brusquement, violemment</td>
</tr>
<tr>
<td>boom (tree)</td>
<td>man</td>
<td>strong</td>
</tr>
</tbody>
</table>

In all these cases, the lexicographic format is (5):

\[(5) \quad X <\text{figurative}> \text{ description of } Y\]

The sets of butterflies and persons are disjoint, yet they are put into a superset Z and so they share a property on the basis of which transfer of the name X to the N of the concept Y can take place. This holds for all other cases.¹⁶

Let us now apply this to (1), (3) and (4). The simple question is: do they fit in this scheme? No, they do not.

<table>
<thead>
<tr>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>jew</td>
<td>impostor</td>
<td>?</td>
</tr>
<tr>
<td>jew</td>
<td>?</td>
<td>impostor</td>
</tr>
</tbody>
</table>

¹⁶
In the first row we know that the intersection XY is not empty, so here the condition of disjointness forbids the use of the label. But apart from this, it is logically impossible to add a property that anti-Semitic people would fill in, say inferior. The label <figurative> would immediately lead to the paradoxical situation that for the expression of this anti-Semitism it is required that Jews are not impostors. In the second case, there is no Y available because if it satisfies the first condition the entry would get a totally different meaning as I shall point out shortly. So, the use of schemata like Figure 7 shows that the <figurative>-label in (3) is wrong and misleading.

Why did lexicographers using these labels not see these elementary aspects of quantificational theory? Because of the mirror-argument, I am afraid. They felt safe in reporting things from the cruel big world and forgot to think orderly. The mirror does not reflect labels: labels are not mirrored, they are produced and remain the tools of the lexicographers. So, they are quite telling. But don’t we use language non-literally? Yes, indeed we do, as long as we think we apply language literally and non-literal is the complement of literal. But the structure of the non-literal domain is much too complex and diverse to simply equate it with figurative as so many dictionaries do.

At this point, the pejorative labels in (3) and (4), and labels like <spregiativo> for guideo in Garzanti and Felice/Duro, <abwertend>-label for Jesuit and Bauer in Brockhaus, <offensive> in OED, and the more neutral <calificativo> for judio (jew) and perro (dog, chien) in María Moliner should be implicated in the analysis. These labels blur a distinction between what one could call left-offensive and right-offensive. The two configurations in (6) make this clear. <Offensive> represents all the labels just mentioned.

\[
\begin{align*}
\text{(6) } & \text{LO: } X \text{ <offensive> } Y \\
\text{RO: } & \text{X <offensive> } Y \\
\end{align*}
\]

Entries like (1), (3) and (4) are left-offensive because impostors (Y) are not offended by calling them Jew (X): it is the X's that are offended by calling them Y. Maybe impostors feel offended when they are called Jew, but this is not what the entry purports to say. The cheater or usurer in Y is no more offended by the use of the X-word Jew than by the use of the Y-words impostor or cheater. The dog-entries are right-offensive: it is
members of the set Y that are offended by the name X. Of course, dogs cannot really be offended, but we have the word boer (farmer, Bauer, boor) for describing persons with a sort of "ungebildetes, ungehobeltes Benehmen" as our German friends say. This is right-offensive: a person behaving badly is socially punished by calling him a boor. Farmers may be offended by this use of the word, but yet there is a crucial difference: the name farmer is used to offend a member of Y, who is not a member of X, which is to say that it is used optimally by the condition of disjointness (i). In general, the difference between left- and right-offensive can be tied up with the set-theoretical configurations just discussed.

What would I do in these cases? Well, taking Von Neurath's boat-metaphor seriously, I would first abolish the bad habit of not defining labels outside the entries. I am aware that readers skip the foreword, but yet it would lead to a considerable improvement. In the case of (1), (3) and (4), the label <stereotype> would do, if properly defined in terms of Figure 4. I would have a look at American dictionaries, which seem to be more relaxed or careful in describing the discriminatory use of words than the Europeans, and I would take as a guide line: what sort of information need foreigners who speak a language well enough so as to be able to use a monolingual dictionary.

As to the labels <figurative>, <transferrable>, <par analogie>,— apart from the remarks I will make shortly in view of what the L-model says about polysemy— it seems to me that these labels should be either eliminated or be properly defined in terms of configurations like Figure 7 or Figure 1; that is, in terms of sets and relations between them so as to keep the dictionaries tidy. These seem too simple truths to be told in an address like this, but looking at dictionaries you can see that most of them have not yet made a beginning with cleaning up. Set theory shows its force immediately: if something doesn't fit, you either have to adapt the conditions or it simply does not belong to the concept you are using. It's quite effective.

8. Some extensions of the model
In this section, the L-model will be explored from the point of view of ongoing discussions in the literature. Being so close to the lexicographic practice, it might be checked on how it treats polysemy, which is so closely related to the use of figurative, because many senses arise by the simple fact that the range of a certain meaning is extended or specialized.
Recall Figure 1 where a function splits domain into entities which are mapped to 1 and to 0. If the name of horse is applied to non-animals, the domain of the function is extended to map a certain set of non-horses to 1. Our Figure 7 relating X and Y by Z is in fact a description of applying two conditions on this function.

Stereotypical meaning can also be dealt with in this way by considering conditions giving away specific ways of quantification. As I pointed out, the reduction of J-I in Figure 4 to the empty set leads to stereotyping. As to the prototypical HORSE, I think one needs to be skeptical about prototypicality as a lexicographic notion. For me, the prototypical horse is the sort of horse used by the Amsterdam police. In the L-model it would sufficient to allow a sort of indexed rule putting the information in top of C either by having a biconditional rule

\[
\text{HORSE}(x) \iff \text{QUADRUPED DRIVEN BY AMPOL}(x)
\]

or by having a leftright arrow. It would be necessary to relate this sort of information to the rules that determine the cognitive organization of the "regular" knowledge. Whatever the extension may look like, it should help to explain why my prototypical bird in Holland—which is a magpie because it dominates the Amsterdam gardens—differs from the prototypical bird in France, which is a cuckoo in October and a buzzard during the summer. Frankly, I think that lexicography shouldn't give a very central position to prototypicality, their main job being to find non-prototypical "hard" information.

On my way to saying some general things about so-called cognitive grammar and model theory, I will add some more features to the L-model in view of recent discussions in the literature, and also because one could say 'Why do linguists always take easy cases like horses and bachelors'? So, let me briefly say something about part-whole relations that seem to be in conflict with the subset-relation determining the L-model.

Following the literature, let us consider carburetors and chapters as mereoparts of the structure they belong to. In Dutch, we would translate the predicate MEREOPART as 'onderdeel', which makes it possible to distinguish it from PART OF, which means 'deel van'. It would lead to rules like the following:

\[
\begin{align*}
\text{CARBURETOR}(x,y) & \Rightarrow \text{MEREOPART}_{-}\text{OF}(x,y) \& \text{ENGINE}(y) \\
\text{CHAPTER}(x,y) & \Rightarrow \text{MEREOPART}_{-}\text{OF}(x,y) \& \text{PIECE}_{-}\text{OF}_{-}\text{WRITING}(y)
\end{align*}
\]
Recall that the information expressed by the rule:

\[
\text{MEREOPART}_{OF}(x,y) \Rightarrow \text{PART}(x,y) & x \neq y
\]

is connected with the word form *onderdeel*. One can easily see that the subset relation has been maintained:

\[
\text{CHAPTER}(x,y) \subseteq \{<x,y> | \text{MEREOPART}_{OF}(x,y) & \text{PIECE}_{OF}_{WRITING}(y)\}
\]

and that the different sorts of algebraic structure (lattices, Boolean algebras) are expressed by concepts which receive an explanation in L itself. But there is an important difference: model theory relates all these concepts to entities outside the language itself: the domain of interpretation which, dependent on the philosophical stance, is either realistically or mentally.

Note also that the rule defining the concept CHAPTER states that not every piece of writing has chapters but may have them, Likewise, the following rules state that a chapter is not an element of a book and so the whole system allows that there be books without chapters.

\[
\begin{align*}
\text{BOOK}(x) & \Rightarrow \text{PIECE}_{OF}_{WRITING}(x) \\
\text{BOOK}(x) & \Rightarrow \text{MADE}_{BY}(x, y) & \text{AUTHOR}(y) \\
\text{BOOK}(x) & \Rightarrow \text{STRUCTURED}_{BY}(x, y) & \text{CHAPTER}(y)
\end{align*}
\]

I could not skip this part of the present exploration of the L-model in view of the fact that from the computational side a very interesting proposal is made by Pustejowski (1991;1992). To unburden the information associated with verbs he proposes to assign a sort of standard format for nouns, which he calls Qualia Structur. This proposal has received considerable attention in the literature. The Qualia structure of *book* has (roughly) the following form:

\[
\begin{align*}
\text{Constitutive role}(x) &= \text{INFORMATION}(x) \\
\text{Formal role } (x) &= \text{PIECE}_{OF}_{WRITING}(x) \\
\text{Telic role } (y) &= \text{READ}(y,x) & \text{RECEIVE}(x,\text{information}) \\
\text{Agentive}(x) &= \text{ARTIFACT}(x), \text{WRITE}(z,x)
\end{align*}
\]

The important thing here is that Pustejowski wants a sort of systematicity in the organization of noun information by covering important aspects of
the meaning. In this way he can deal with the difference between sentences like *John bought a book* and *John began a book*. The verb *buy* can be characterized as taking an object of type *e*. *Buy* takes an *e* and yields a set *et* of those who bought a book. Now, the problem is that *begin* cannot very well be *e(et)* because John did not begin an object (type *e*), he began to write or read a book. We need some assimilation to accommodate a temporal interpretation: John began to write a book or to read a book. According to Pustejowsky the Qualia structure explains why this is so: the temporal structure needed is part of the Qualia Structure.28

There is a lot more to say about this issue than I can do here, but I will restrict myself to saying that the Qualia-information is available in L. So, the issue is whether Constitutive, Formal, Telic and Agentive are fruitful meta-predicates which can serve as guidelines for entries. In the L-model it is left open whether all nouns should be moulded in this way. It seems to me that Qualia structure is either a (rather arbitrary, but possibly motivated) restriction to four structural patterns in the C-conditions of a concept or a sort of prototypical meta-structure in the sense that it claims in that certain rules are favoured and stored in top of an information cluster. A similar sort of view could be developed with respect to the question of whether there are primitive concepts or not: they simply show up in L if they are there on the basis of the governing subset-relation.29

This relates to the last point: lexicographers are interested in the differentiae specificae: which one should they choose? My answer to this is that many lexical items belong to a structured domain of knowledge, as in the chess example. It should be the knowledge domain which determines which differentiae are relevant. Here the five C's fully apply.

Rounding off my first Message, I would like to observe that the L-model is just a means for making the point that you cannot evade the mathematization entering our fields and that you better participate actively in it. The use of labels, the structure of the definitions, but also polysemy, stereotypicality, part-whole relations, etc. can be captured best by using well-established algebraic tools. This will provide the solid ground for dictionaries of the new era so that they meet the five C's in a sensible way.

9. Some final remarks
At the close of this talk, I would like to make some remarks about the peculiar situation that I have been discussing a cognitive model of the lexi-
con while using sets and algebraic structures, whereas leading cognitive semanticists consider the use of model theory and formal tools as coming from the hell of empiricism or other devilish places. Let me say a couple of things about this.

Jackendoff (1983) considered truth conditional semantics in the model-theoretic framework as belonging to an empiricist enterprise. Both Carlson (1985) and Verkuyl (1985) pointed out that this is a completely wrong interpretation of model theory, because set theory and the algebraic structures it can deal with are neutral as to any linguistically relevant sort of philosophy, certainly at the elementary level at which it is being used in linguistics. Jackendoff himself modified his earlier position in *Semantic Structures*, by saying that he saw the point but he prefers to use his own formalism. This is, of course, his right, but the conclusion must be as in Zwarts and Verkuyl (1994) that Jackendoff’s Conceptual Semantics indeed belongs to model theory. And this means that Jackendoff’s fruitful insights can be formalized. Absolutely similar translations would be possible for any informal idea of linguists calling themselves cognitive grammarians, as soon as it is articulated such that it can be understood.30

Truth-conditional semantics is made suspect by many linguists calling themselves generative or cognitive grammarians or whatever other school of grammarians. This is a very unfortunate situation and gives away a harmful bias, suggesting that model theory is just a philosophical stance or a school. This makes it possible for people to discard it as something contaminated, which one can put aside simply because one has a different philosophy. This sounds too postmodern to be taken seriously. With respect to the name Cognitive Grammar it would be wise to see whether certain sociologically relevant patterns of American university life give birth to a new ideology or to a genuinely new body of linguistic insights, before Europeans commit themselves to it. If negative discriminatory terms require labels in a dictionary, then their “duals” should be labelled as well: without special labels they are simply misleading (*Cognitive* with capital C is said to mean ‘major breakthrough’, ‘new paradigm’, etc). We need here our Figure 3 in order to establish that if *cognitive* X means that X is based on putting the cognitive organization of human beings as a central research goal, then it cannot possibly mean that generative grammar is being excluded from that area. After all, the rise of cognitive psychology has very much to do with the fact that generative grammar focused on the language faculty as a cognitive structure. Grammarians
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fostering a simple anti-model theory bias expelling it from the area of
cognition, do not seem to understand the real issue: the only sensible and
interesting opposition at the moment in the area in which we are acting is
proof theory (that is, theory formation by syntax; basically what some
philosophers and logicians, among which Chomsky do) vs. model theory
(that is, theory formation by interpretation; basically what is done by
other philosophers and logicians, for example in the Montague tradition).
Lexicography seems to me to belong to the second way of life.

It is important to say this here and now, because as I showed earlier by
a quote, lexicographers—at least in Holland but also elsewhere—after
their rightfully unhappy experiences with generative grammar which
failed to provide proper tools, tend to be now lured into the nets of cog­
nitive grammarians under the false impression that these have a sort of
secret key to the treasures of contextuality, pragmatic factors and world
knowledge. I do not suggest that cognitive grammarians are wrong in
what they are doing; many fruitful ideas may arise. What I say is that
some of their proponents are wrong in their opinion about the rest of the
world, specifically about the developments in mathematical logic which
has turned to natural language as one of its legitimate domains of re­
search. As a linguist operating in this area I can report that it is a relief
that from that score of life linguists (generative, cognitive, functional,
etc. etc.) can learn that it is counterproductive to produce ideologies
rather than insights. In spite of the many differences in opinion, there is a
common steadily growing body of insights which is used by the whole
community, as usual in mathematics. If this sense of progress is one of the
fruits of the mathematization which is now already firmly rooted in our
region, I hope that the tools I described will be used indeed in lexicogra­
phy. But I am aware that I have crossed the border of preaching and so in
spite of the natural context for that sort of speech act here at this univer­
sity I will stop and thank you for your attention.
The present Big Van Dale has nearly 4000 pages. It is the top of a range between about 2000 and 4000 pages. Petit Robert, Duden, Felice/Duro, Garzanti are at the bottom, Shorter OED and Maria Moliner are somewhere in the middle. This is just a rough indication, because focussing on definitions it is misleading to measure the size of a dictionary by the number of pages, or even in terms of characters (including empty space). The definitions of the OED appear sometimes literally in the Shorter OED.

In this particular case, this wrong strategy led also to misleading information. In the Petit Robert, mathematicians are quoted for the illustration of the use of mathematical terms.

Cf. Martin (1994) for an attempt to develop a strategy in terms of conceptual frames.

The same goes for problems of argument structure, polysemy, primitives, etc. Recent collections of linguistic work on the lexicon demonstrate the point I am discussing here quite painfully: they hardly ever get to pegging out lines which lexicographers are forced to follow (Geiger and Rudzka-Ostyn 1993; Lehrer and Kitay 1992; Pustejowsky 1993). Not that these works are unimportant, they are within the linguistic circles which focus on the role of the lexicon. But linguists meet there fellow linguists, cognitive psychologists and philosophers rather than lexicographers. It is as if lexically oriented linguists, psychologists and philosophers keep things for themselves, so to say: they discuss the cognitive organization of the mental lexicon, or they theorize about lexical fields or frames, or about the structuring of color names, and hardly ever concrete lexicographic problems come in view (This applies even to Fillmore and Atkins 1992 by its open end on polysemy, as they admit themselves). So, one may state that there is no natural tie between linguistics and lexicography in terms of discovering and applying principles making dictionaries up to date. In Holland, there are lexicographers who are deeply convinced that they structurally need no help from their linguistic foes. They consider the making of dictionaries as a basically literary enterprise, revealing the niceties of language by quoting from writers and poets. So, on both sides there are some communicative problems, it seems.

There are differences with the technical notions of consistency, completeness, etc. but still there is a considerable degree of correspondence. Let us say that the notions I discuss in this section are substantially “fed” by their logical counterparts.

I make the proviso ‘Most of the’ in view of the fact that Figure 1 is restricted to properties (sets) which are in the interpretation of one-place predicates. For two-place verbs and nouns (type eet) the picture is more complicated. The function requires now two individuals, so one way of doing this is to think of a two-place verb V as splitting a domain into a set of pairs whose elements stand in the V-relation (mapping this set to 1) and a set of pairs not standing in this relation. Etc. This complication of Figure 1 does not affect the point made here.

The rules are written informally and sloppily for the purpose of expressing the main idea. The right-hand side of the second rule should be read as a one-place predicate over x, appealing to standard quantificational techniques. Cf. also section 8 for some remarks about the n-place nature of concepts.

I have in mind here the well-known problems in the Katz/Fodor semantics of the sixties, which is related to the sort of decomposition rejected in Kripke (1973). Cf. also Fillmore and Atkins (1992: 101) and the Cobuild approach. Also Cruse (1986;1992: 290) for a similar view. In Figure 3, the lexicon is considered a theory of the world as we conceive it via C. (cf. Paprotte 1993:191; Dahlgren 1988). This facilitates our view on the relation between lexical knowledge and world knowledge considerably (cf. Moerdijk 1993). Note also that the need for fuzzy sets was invoked by problems related to characterizing nouns in terms of sufficient and necessary conditions. The well-known pinguin-problem (they are birds but they cannot fly) also receives a rather natural solution in the L-model: pinguins are specified as birds that cannot fly, birds as animals with wings, and having sufficiently large and strong wings can be seen as a condition on flying. So, it is not strictly necessary to define birds as flying animals.
This seems also to solve a lot of problems connected with approaches as discussed in Barsalou (1992: 44ff.). A second advantage may be that the L-model allows for "long distance" updating. If something changes in the definition of ANIMAL, this will have consequences for the meaning of the word horse. It also helps to explain why we can use so many words in such a short time (cf. Paprotte 164ff.). In using the word horse one may even restrict its meaning (in a given context) to one or two rules directly available. I come back to this point below.

…dat de woordbeteenis het lexicaal concept is dat met de woordvorm te verbinden is. Daarbinnen vervalt het onderscheid tussen linguistische en encyclopedische kennisgegevens. Een concept staat echter nooit op zichzelf maar is met andere concepten in een conceptuele structuur vereenigd (Moerdijk 1993:25).

As many of the contributors in Lehrer and Kittay (eds.) and in Geiger and Rudzka-Ostyn (eds.).

Verkuyl (1993b: 322-327). Let me put aside the question of whether figurative is a lexical notion indeed and in particular, a useful lexicographic label. In our blueprint we skipped it, just like Cobuild has dropped it to its benefit, because the figurative use of words, if not a matter of regular forms of polysemy, seems to be a matter of sentential interpretation. Here I will accept it as a label, which means that I shall try to save it by putting precisely formulated restrictions on its use. We can then see how far we get and what sets have to do with it.

In Verkuyl (1993b), it was argued that anti-semitism in the Jew-entries in Van Dale is located in presuppositions tied up with the descriptions rather than in the descriptions themselves. This makes it possible to beat the usual mirror argument practiced by so many lexicographers who say that you should describe the good things (which they somehow always forget to do) and the bad things (which they feel forced to do). But that is another story which I will not tell here again. Here I will just focus on the need for a precisely defined basis for the use of labels, in this case figurative, if lexicographers decide to use them. It might also help Petit Robert to get rid of the <figurative> in (k). And perhaps of the whole entry in this form, as I will point out below.

Obviously there will be differences between the treatment of proper names and nouns. E.g. Mary will have many more circles around her. But the technique of taking nouns as the proper name for a category is comparable.

Theoretically, this will lead to the question about how to account for the fact that there are white, black and all sort of coloured horses, that there are wild and domestic horses. The answer is that the fact that there are many different colours among horses follows from some other part of the knowledge system, of the form, say, Object(x) ⇒ Have_Colour(x). Lexicographers have the advantage of not being forced into a full-fledged meaning description: they have only to include H in those sets so as to make H sufficiently unique.

It amounts to: if y ∈ Y∩Z and if x ∈ X∩Z, then x « y, where = allows you to say that y ∈ X∩Z. There is some sort of identity involved: Ce garçon est vraiment un papillon (This boy is really a butterfly).

In newest edition of Van Dale the label <oneig.> has been replaced by offensive, but see my remarks on that below. Of course, one could define figurative in such a way as to capture <figurative>, but this means that the other cases which meet the conditions on Figure 7 are no longer covered by it.

In this postmodern era, I am often struck by the paradoxical situation that people seem to have forgotten that the ones who in the thirties of this century developed model theory as a way to obtain clarity and rational behaviour by using truth conditions as a guideline, in general did not belong to the persecutors but rather to the persecuted. And that among those who relativize truth as a criterion for civilized behaviour there are people sympathetic with ideas and people associated with the persecutors. See Coffa (1991) for a very good survey of the issues involved. It convinced me deeply of the necessity for the social and human sciences to have a far more modest role in the discussion about the relativization of truth than has been the case in the postmodern and deconstructivist seventies and eighties.
There is a huge class of cases in which both conditions for the use of *figurative* in Figure 7 are met, whereas it would be rather odd to list the chess horses and the four-legged athletic instrument as figurative horses, because they represent real horses, as in Felice/Duro for *cavallo*, for example. It does not make sense on the penalty of having to use the word *horse* figuratively if we talk about a picture of a horse. It would make talking about anything we see on TV completely figurative. Dictionaries are quite inconsistent indeed in this respect. Take the definition in OED of *figurative* in one of its senses 'Pertaining to, or of the nature of, pictorial or plastic representation'. If this is one of the senses of *figurative*, *figurative* is useless as a label, because in many cases of pictorial representations the OED does not use it. Moreover, it would block any systematic treatment of polysemy. Z in Figure 7 as 'Having a similar form' raises a lot of problems. For example, Van Dale, Petit Robert, Académie, etc. give *figurative* for *distance* in the case of a socially determined ranking. Petit Robert gives a separate sense for its temporal sense (Ecart entre deux moments), thus taking the spatial sense as literal, but why? And why does the Académie use *Par analogie* (by analogy) and not *Figuratively* for the temporal sense? A sufficiently abstract definition of distance may take the notion of interval used in the number systems as basic. If this sense would be taken as primary, it would follow that the spatial, the temporal and the social sense in which ranking is involved are just senses modelled after the mathematical meaning of *distance*. As said earlier, in our Blueprint we did not use *figurative* as a label.

In Verkuyl (1993b) I proposed in fact a practical solution for the many discriminatory entries in Van Dale with the prefix *joden* (jew-). It turns out that if a prefix of the form *X-en* pertains to a group or set *X*, it tends to get a negative meaning. Thus, *een Amerikaenvrouw* (American-woman) whatever it may mean— it means something like a woman having something to do with Americans— gets quite a negative connotation by some interesting morphological rule having this effect. This doesn't hold for the adjective *Amerikaans* (American). Cf. *Turkenvrouw* (Turk-woman) vs. *Turks vrouw* (Turkish woman). So, it is possible to have an entry with *joden-* and *Turken-* in which this negative connotation is explained. The result would that dozens of dubious entries with *joden-* can be dropped (there are not so many with *Turken-*). See also Hauptfleisch 1993.

21 This can be demonstrated by the following example. Can we use *cheval de Troie* as figuratively as a ruse of war, as in Académie? We could, but the only proper way for doing this is taking *cheval de Troie* (*X*) as the name of a concrete noun transferred to an abstract noun *Y*. In this case, the condition (i) of disjointness is clearly met, so one faces the problem of whether sets of concrete and abstract things may be both subsets of a set *Z*. At that point one may decide about whether a separate class of cases must be distinguished.

22 Cf. Chaffin and Herrmann (1988), Chaffin (1992). The discussion about mereoparts and parts would also quickly solve some of the problems discussed in Barsalou (1992) and Iris, Litowitz and Evans (1988). A lot of these problems have been solved in the Theory of Generalized Quantification, in which detailed studies of different sorts of algebraic structures have taken place.

23 In the rules given here CARBURETOR and CHAPTER are treated as two-place predicates. One could also treat them as genuine 1-place predicates, e.g. CHAPTER(*x*) ç (*x* MEREOPART_OF(*y*) & PIECE_OF_WRITING(*y*)), or as 1-place predicates created by lambda-abstraction so that retain their 2-place structure (see e.g. Gamut 1992).

24 Cf. Cruse 1986, Iris, Litowitz and Evans 1988; Chaffin and Herrmann 1988. To keep things readable, I have dropped the difference between e.g. CHAPTER and its interpretation I(CHAPTER), where CHAPTER is the name of the concept and I(CHAPTER) its denotation.

25 It is not impossible to bring Mel'cuk's functions home here: they have all their own name in the N-component of *L* and they have their own conceptual specification (functions are also subsets). Cf. for example Mel'cuk (1982;1988). Lexical functions determine collocations which are outside the scope of the present paper (cf. Heylen (1994) for a review on this part of Mel'cuk's work).
I will not go into predicates expressing modalities among which probabilities here (cf. Dahlgren 1988). The L-model should of course be made more precise in terms of a quantificational structure, as standard in model theory.

Pustejowsky (1991;1993) gives the Qualia structure of novel. It is striking to see that it is rather difficult to assign a Qualia structure to book. So, I made the best out of it, but it strengthens my conviction that the four aspects of Noun structure are rather forced. It seems to me that one can better provide for the information without casting it into four roles.


There is no objection for Q in P(x,y)=a Q(x,y) to be a Mel'cukian function. The same applies mutatis mutandis to the concept of semantic fields. A semantic field Q can be construed on the basis of "collecting" the concepts P1, ..., Pn in P1(x) => Q(x), P2(x) => Q(x), ..., Pn(x) => Q(x) (cf. Grandy 1992; Lehrer 1992).

The currently very dominant Discourse Representation Theory has been developed by the model-theoretician Hans Kamp. It has incorporated a level of mental representation, say mental representation boxes, which provide partial information structures set apart from the real world (cf. Kamp and Reyle 1993).
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Introduction

For speakers of English, knowing how to use the preposition in, in its most basic location-specifying meaning, requires having access to a conceptual structure that we can refer to as containment in terms of which it is possible to locate one entity, linguistically, with reference to the interior of another entity. Knowing the preposition on and how to use it (the books on the shelf, the mirror on the wall, the fresco on the ceiling) requires a schema involving surface contact and support. Speakers of English also know implicitly that these same conceptual structures are also exploited for understanding other prepositions and preposition-complexes in English, such as into and out of alongside of in, and onto and off of alongside of on.

(Such primitive conceptual structures are undoubtedly available, cognitively, to speakers of any language, but they are among a small number of schemata which shape the ways in which speakers of English most naturally communicate about spatial relations. The spatial schemata employed in the semantic structure of the system of function words can vary strikingly from language to language, as is brilliantly demonstrated in papers by Melissa Bowerman of the Max Planck Institute for Psycholinguistics in Nijmegen on spatial location expressions in English, German, Dutch, and Korean.)

Speakers of English who know the word purgatory are aware of a conceptual structure of considerable complexity, connecting many parts of one variety of Christian doctrine. Such a structure includes notions of sin and retribution, heaven and hell, grace and salvation, and a whole host of others, all of these intimately connected, conceptually, with the notion of purgatory.

Knowledge of the psychoanalytic concepts of id, ego, and superego presupposes an awareness of Sigmund Freud's theory of primitive psychic energies and the manner of their control and modification in the maturing individual. None of these terms can be understood without understanding the concepts linking them together. It would obviously make no sense to define each of these terms separately, or without at least indirect reference to the huge complex of ideas developed by Freud.

\footnote{Bowerman (1989, to appear)}
The background conceptual structure behind the meaning of a word (in a given sense) or a group of semantically related words is something we can refer to as a frame. It should be clear that the full description of the meanings of lexical items - most lexical items, I believe - will have two aspects, a "frame-external" aspect, providing information about the frame, and a "frame-internal" aspect, which specifies the categorizing, identifying, or describing role which the word has within its frame.

The effort to discover and characterize the frame-external features of a word's meaning can be seen as a kind of ethnography. What needs to be discovered is the system of beliefs, experiences, or ready-made conceptualizations on the part of the speakers of the language, which are the necessary underpinnings of the ways they speak and the ways they "think for speaking" (Slobin 1991). A theory of word meaning that sees the need to include analyses of frame structures in an account of the organization of a lexicon can be spoken of as a variety of frame semantics.2

Since the frame-external information is often unbounded, the question of the desirability of bringing such information into lexical descriptions is sometimes confused with a putative problem of distinguishing dictionary and encyclopedia, or the equally confusing (but I think distinct) issue of distinguishing language from "the world".

Sometimes dictionaries give their readers no access to information about the relevant frames. A definition one finds in the Collins English Dictionary - with no subject field tag - reads as follows: "a regular stream of vortices shed from a body placed in a fluid stream". (The term being defined is Karmen vortex street.) An innocent reader confronting this definition will wonder how fluid streams differ from ordinary streams, what it means for a body to shed a vortex, etc., and this reader will not get quick help by looking up the words fluid, stream, body, vortex, or shed.

(Since nobody but my long-gone high school English teacher would encourage people to learn new words by finding them in a dictionary, this observation is not intended as a criticism of the writer of that entry! Presumably a person who is reading the kind of text that contains the phrase Karmen vortex street can be counted on to have the necessary background.)

Sometimes lexicographers direct attention to the frame by means of domain labels such as Theology, Navigation, or Psychoanalysis. The following is from Collins English Dictionary:

ego 2. *Psychoanal.* the conscious mind, based on perception of the environment from birth onwards: responsible for modifying the

---

antisocial instincts of the id and itself modified by the conscience (superego).

The label Psychoanal. is a reference to the larger conceptual framework, and the definition itself shows something of the interconnections with two other basic concepts within that framework. A dictionary reader who finds the definition inadequate knows what to do to acquire the missing background.

And sometimes lexicographers attempt to combine frame-internal and frame-external information in single defining statements. Again, from Collins.

reincarnation n. 1. the belief that on the death of the body the soul transmigrates to or is born again in another body

Here the definer wishes to communicate the idea that this account of what happens to the soul upon the death of the body is a part of a belief system. In a dictionary prepared for people whose religious beliefs accept reincarnation, the word would not be defined as a belief. The definition is odd, in any case, since while it makes sense to say that so-and-so believes in reincarnation, it does not make sense to say that so-and-so believes in a belief. Collins offers a separate definition just for believers:

reincarnation n. ...2. the incarnation or embodiment of a soul in a new body after it has left the old one at physical death

In this paper I wish to support a kind of lexicographic research and practice which clearly separates frame-external and frame-internal information, while including both within the lexicographer's assignment. My position is superficially similar to what Bo Svensén suggests in his recently translated book Practical Lexicography, emphasizing the need to distinguish the two kinds of information while recognizing the need, at times, to coordinate them. (p. 163)

My view on the need to link language and the world is perhaps closest to that of Keith Allan, who writes:

If we are to say anything worthwhile about their meanings, the contents of the senses of certain words must draw on background information about the entities spoken or written of: this

---

3 Svensén's discussion is built around the following quotation from H. E. Wiegand: Die Lexicographie sollte von einem Sprachbegriff ausgehen, der zwischen Sprache und Welt deutlich unterscheidet, Sprache und Welt aber nicht strikt trennt. Zwar ist Schreiben über Wörter voneinander sprachbezüglich, aber ohne ausgewählte sachbezügliche Information kann die Bedeutung vieler Wörter nicht angemessen erläuteret werden.
information may be based on any or all of experience, convention, custom, myth, and language use. ... Influence is exerted from a host of imagistic, associative and formal as well as pragmatic factors that coalesce and mutually reinforce one another. ... If semantics is to go beyond translating symbols into yet more esoteric symbols, it must begin to reflect the richness of human experience that is intrinsic to language understanding: that is, semantics should start to represent what intelligent reflective layfolk understand by "meaning" in language. To accomplish such a goal, semantic representations need to be correlated with human experience as it is ordinarily expressed in natural language.

Allan (1992, pp. 371-372)

The Data for Semantic Inquiry

The primary data for all synchronic linguistic inquiry in general consist of the noises people make and the interpretations people give to those noises. To begin at the beginning, we can take it as uncontroversial that any complete theory of language must in principle be capable of explaining the relationship between the utterances of a language and the interpretations given to such utterances by the language's speakers.

The variability and elusiveness of the primary data, and the necessarily multi-layered character of the resulting explanations, make this task extremely difficult. The explanations for the mapping between utterance and interpretation are multi-layered because there are many co-existing influences on the production and interpretation of speech. Differences relating to the interpreters' experience and attentiveness, or the perceived relevance of contextual features, can cause interpretations to vary from individual to individual and from occasion to occasion. And the actual components of interpretations are often extremely difficult to pin down, since they include much that is imagistic, associational, emotional, nuance-rich, narrowly context-bound, etc.

A full account of the ability to interpret language utterances, therefore, involves many disciplines, as well as appeals to experiences and memories for which no "disciplines" exist. Part of the job of the language specialist is to abstract out of this (apparent) chaos just those parts that have to do with the conventions of language, as opposed to other things; and the particular job of the lexical specialist is to identify those aspects that have to do with the

---

4The reader should make necessary adjustments for non-acoustic input. Reference to the interpretation end of linguistic processing is for methodological reasons. There is also, of course, the relation between the speaker's intentions and the linguistic product of those intentions; but reliable observations at this end are not easy to come by.
knowledge that native speakers have of the lexical primes of the language — elements of linguistic form that have to be learned one at a time, as opposed to those that are understood as the result of the interaction of various elements. The job of identifying information that is specifically linguistic, and specifically lexical, is not always easy.

At some level all workers concerned with the semantic aspects of language can be thought of as having access to a corpus of interpreted language samples, the body of primary data with reference to which their research problems are defined and their descriptions are formulated.

I intend this notion of corpus quite broadly, covering a wide range of realities. For instance, the set of language samples could be a very large carefully selected digitally accessed collection of texts created for very special purposes, housed in Philadelphia, Birmingham, Oxford, Copenhagen, Gothenburg, Pisa, or Paris; it might be files of citation slips in the publishing house of some dictionary publishers; or it might simply be an implicit collection of linguistic forms that the researchers as native speakers would intuitively accept as belonging to their language.

The interpretations might simply consist of the analysts' native-speaker understanding of the texts in question, implicit and inarticulate for the most part but capable of being teased out during the inquiry phrase. Or, in the case of a language currently being investigated, the interpretations could be something that investigators are in the process of discovering. Finally they could conceivably stand as explicit meaning representation of some sort, possibly in the form of a translation into some secondary symbolic system, a formal or natural language.

A fundamental consideration for any semantic system is the idea of the multi-layered mapping, in such corpora, between the text — the linguistic form — and the interpretation. In the path between what people say and the interpretation we put upon what they say we will find:

(i) references to experience with the world: its shapes and colors, actors and props, institutions and practices;

(ii) strategies of common sense reasoning, including reasoning about world knowledge, the nature of communication, the ongoing discourse, etc.;

(iii) knowledge of the semantic import of grammatical constructions;

5 I don't intend this reference to the ongoing discovery process to be thought of as limited to "jungle linguistics" - the study of languages that have not been hitherto studied. Linguists find surprises daily in the lexical semantics of well-studied languages.
and, adding the part that we are especially interested in here,

(iv) knowledge about the lexical primes of the language: morphemes, conventionalized complex words, idioms, etc.

The main burden of my paper is to urge consideration of a proposal for coordinating information of types (i) and (iv) in this list.

Three Relevant Professions

As a way of sharpening our understanding of these issues, let us consider the work and interests of three classes of people professionally concerned in one way or another with the lexical aspects of this mapping: (1) lexicographers, (2) lexical semanticists, and (3) computational linguists specializing in Natural Language Processing (NLP).

The lexicographers I have in mind are concerned with the utilitarian, rather than (say) the archival, functions of dictionaries. One of their goals is a product whose users feel that they know what kinds of information can be found in it, and who are rewarded, reasonably often, by finding in the dictionary information that helps them understand the meanings and uses of unfamiliar words that they encounter.

The lexical semanticists I include in this comparison group are those who see their job as that of discovering and organizing everything that speakers know about how the words in their language contribute to their "envisionment" of the texts containing them.

And the NLP researchers I have included in this assembly are interested in designing formal systems capable of drawing the same inferences from linguistic texts that human interpreters do, and are in the process of constructing lexicons which provide a major part of the information needed.

How do workers in these three areas differently conceive of the mapping from text to interpretation, and what role do they assign to themselves in the work of understanding that process? In particular, what is their view of the specific role that information about lexical primes has in the process, what is their view of the role that "world knowledge" plays in the process, and how are these two contributions coordinated?

Of these groups, the NLP researchers clearly cannot avoid reference to human experiences and interests. They may be able to circumscribe the kinds of knowledge they are required to import into their system by limiting the domain of the discourse they examine – to newspaper accounts of traffic
accidents, for example — but they cannot simply decide to ignore so-called “encyclopedic” knowledge. On ideological grounds they might make certain theoretical assumptions about a strict separation of linguistic from non-linguistic knowledge, but the NLP assignment itself does not require this.

Academic linguists run the full range from those who see no boundary whatever between lexical knowledge and world knowledge (Lakoff? Langacker?) to those for whom the main project of lexical inquiry is to isolate precisely that information which is associated with linguistic forms in total independence of facts about the things or experiences or phenomena that these linguistic forms have to do with (Cruse? Leech?). The purist’s view is that linguistic knowledge is autonomous, belonging to an independent “language faculty”, and that the linguist’s job is to describe and characterize only those abilities or that knowledge that comes with being a speaker of a language, independent of whatever other abilities and knowledge one might have by being human, by being a member of a specific culture, or by being an observant participant in an ongoing interaction. The fact that the process of learning a language, or the situation of knowing a language, is synchronous with having many other independent abilities, or knowing many other independent facts, both motivates such a concern for purity and makes its achievement difficult.

In contrast to NLP workers and academic linguists, lexicographers, it seems, can go either way. There appear to be three main areas of decision about “encyclopedic” information in lexicographic work. One has to do with decisions about the admission of proper names: letting the dictionary provide mini-biographies of famous figures in history and/or mythology, or combining the dictionary proper with a gazetteer. A second has to do with decisions about the extent to which a particular dictionary should contain terminology from science and technology. The third concerns the provision of scientific descriptions of natural kinds and natural phenomena (zebra, gold, jade, water, etc., high tide, lunar eclipse, etc.), or equivalences for the terminology of weights and measures (foot, pound, degree Fahrenheit, etc.). The issues I am raising in this paper include, but go beyond such questions.

A Simple Example

A simple example will help us to focus on the kinds of problems that I see in connection with the separation of linguistic from non-linguistic knowledge and the lexical specialist’s obligations. Suppose that our corpus contains the clause given in (1)

(1) She came to a red light

and suppose we ask about the nature of the mapping between that sentence and its everyday interpretation. Somebody who does not know what is going
on at this point in a narrative clearly needs to know that in the signalling systems that cities set up for controlling automotive and pedestrian traffic-flow at important intersections or pedestrian crossings, green lights are used to indicate that those facing it are free to proceed, and red lights are used to get the traffic approaching it to stop, and then to wait until the green light goes on. The interpretation includes a social reality that the protagonist of sentence (1) at this point in the narrative is facing an obligation to stop her vehicle.

Our first question, then, is whether a dictionary (or "lexicon") created according to the needs of each of our three professions can be expected to contain information that could lead a user, human or machine, to the full interpretation of the clause, and whether such information should be introduced in association with the word red, or the phrase red light.

Since a computer does not have the kinds of experiences that the rest of us have had, the NLP team would definitely want to build into their systems an ability to derive such information, and it would of course be necessary to start from the linguistic form, in particular the phrase red light, perhaps reinforced by information about the larger phrase come to a red light. If the sentence continues in the manner of (2)

(2) She came to a red light, but she kept on driving

the system's inference engine should be expected to generate a number of tentative partially specified expectations and inferences for this portion of the narrative, perhaps assumptions about the driver's temporary inattentiveness, or the urgency of her errand.

Most linguistic purists, on the other hand, are likely to feel that the semiotic function of the colors red and green in systems of traffic lights worldwide are facts about the world, not facts about the meanings of the English words red, green or light. It just happens that communities throughout the world use red and green lights at intersections to serve certain traffic control purposes, and knowing and using facts like these is clearly distinct from knowing the lexicon of English. The linguist's responsibilities stop short of the full interpretation.

Lexicographers, given their more practical goals, might have reasons for deciding either way.

Before consulting any dictionaries about this question, the guess I made was that they would indeed have entries for red light and green light, but only in order to provide the needed link to the metaphorical meanings of these phrases. I formed this opinion by reasoning about the occurrence, in many dictionaries, of the definition "one that reads" or "a person who reads..."
or is reading" as the primary sense of the noun reader. The reason seemed to be that since the word has other senses, it would be wrong not to include its basic sense; or perhaps the reason was so that the extended senses of the word could be seen as specializations of the primary sense. Given the productivity of the agentive suffix and the familiarity of the simple verb read, a dictionary that in principle offered definitions of such words would be wasteful.

What I found in the dictionaries I examined was (1) that those that gave traffic-light definitions of the phrasal entries green light and red light did not show any explicit connection between these literal senses and the metaphorical senses based on them, and (2) that the dictionaries that did motivate the metaphorical sense explicitly referred to information about traffic lights, not information about the primary "meanings" of the phrases. (Excerpts from some of these the entries are given below.)

Let us turn to one of these metaphorical uses. Suppose we find in our corpus a sentence like (3)

(3) Our project was given the green light.

The interpretation, of course, is that our project was approved, was given permission to proceed.

The lexical specialist needs to decide whether the phrase with green light is a conventional way of expressing what it expresses – and therefore deserves a place in a description of the language – or whether with this sentence the writer is merely appealing to the reader to make use of a common experience to get at the intended figurative meaning. The linguistic purist might say (at first) that this is merely a normal instance of figurative language, a variety of metaphor. People who know the relevant facts – the argument would go – can come up with the right interpretation: they don't need the semanticist to do that work for them. Again, the work of the linguist as linguist ends early in the path from form to interpretation.

NLP researchers who need a short-term solution to this problem might simply identify the phrase as meaning 'to give approval'; those who want their systems to recognize, or to be able to work out, the metaphoric interpretation might want to do otherwise.

All of the dictionaries I consulted did in fact list a special sense for green light, in its figurative use. A number of good arguments can be given for taking the position that this expression belongs in a dictionary. One is the wide familiarity of the phrase with this interpretation, suggesting that it is a conventional way of saying what it says; another is the collocation with give, have or get, and the definite article, and somewhat more distantly, with the word project. (Both in the dictionaries and in my explorations with native
speakers, the kind of approval that is spoken of with metaphorical green light is approval for "a project".)

Linguists, I think, would in the end agree with this decision. But once we decide that give someone the green light in its 'approval' interpretation belongs in a dictionary, we face some more decisions.

First, should the phrase merely be defined as involving approval tout court, or should information about the motivating context be provided?

Second, if we make the latter move, should that information be seen as indicating a relation between senses of the phrase? (That is, is it a part of the polysemic structure of the phrase green light?) Would such information be a true part of lexical semantics, or is it to be thought of along the lines of interesting stories about word?

Traffic Lights and Dictionaries

All five of the dictionaries I examined had separate entries (or sub-entries) for the phrases green light and red light, if only for the metaphorical uses.

In describing the various practices with these phrases, let us speak of (i) the colored lights in such a signalling system and (ii) their signalling functions ('proceed' vs. 'stop') as form and function, respectively. We can then say that only the American Heritage Dictionary clearly identified each of these phrases with both the form and the function of the colored traffic lights. Notice the first senses in the following entries.

AHD3

**green light** n 1. The green-colored light that signals traffic to proceed. 2. Informal. Permission to proceed.

**red light** n 1. The red-colored light that signals traffic to stop. 2. Informal. A command to stop.

The categories are specified both in terms of the physical characteristics of their members (green light, red light) and the signalling functions they serve.

The Collins English Dictionary seems to take the function as primary, but adds information about the color of the lights after "esp." Webster's

---

6 This is similar to Svensen's comments on the parenthetical comment in a definition of Leporello: "a long strip of paper folded concertina-wise (after the long catalogue of amours recited by Don Giovanni's servant Leporello in Mozart's opera)" (Svensen 1993, p. 165)
Ninth Collegiate Dictionary gives the same treatment to red light. Notice the first senses in each of the following:

Collins
- **green light n** 1. a signal to go, esp. a green traffic light. 2. permission to proceed with a project.
- **red light n** 1. a signal to stop, esp. a red traffic signal in a system of traffic lights. 2. a danger signal. 3. an instruction to stop or discontinue.

W9
- red light n (1849): a warning signal esp: a red traffic signal 2. a cautionary sign: DETERRENT

(I have never learned whether the "esp." in a dictionary entry is intended to express a statistical generalization or to point to a semantic prototype.)

For each of these phrases, the Concise Oxford Dictionary mentioned only the function. To judge from the first senses in the entries excerpted below, an arm-waving traffic officer could presumably be spoken of as giving green and red lights merely by pointing.

COD8
- **green light 1** a signal to proceed on a road, railway, etc. 2 **colloq.** permission to go ahead with a project.
- **red light 1** a signal to stop on a road, railway, etc. 2 a warning or refusal.

One can imagine that the compilers were counting on the reader to begin with a compositional meaning of the phrase.

For green light Webster's 9th Collegiate Dictionary and Webster's New World Dictionary give only the metaphorical use, but each of them *motivates* the expression with "from..." or "after..." followed by reference to both the form and the function of the green traffic light. WNW notices the collocation with give and get.

W9
- **green light n** [fr. the green traffic light which signals permission to proceed] (1937): authority or permission to proceed esp. with a project

WNW 2nd coll ed
green light [after the green ("go") signal of a traffic light] [Colloq.] permission or authorization to proceed with some undertaking; usually in give (or get) the green light.

One doesn't expect dictionary compilers to take a stand on the nature of metaphorical sense extensions, but one can't help noticing that none of the dictionaries explain metaphorical senses as extensions from non-metaphorical senses of the same term. In these two cases, the motivation is from the practice, not the words. In all other cases, the separate senses are simply given in a list.

For red light Webster's New World Dictionary gives the functional description, with "a red lamp, flare, etc." after "specif.", but then it gives "a red stoplight" as a second sense.

WNW red light 1. any danger or warning signal; specif., a red lamp, flare, etc. 2. a red stoplight.

On the question of whether (have/get/give someone) the green light is a proper lexical item one can imagine opposing opinions. At the one extreme there might be those who believe that we are simply dealing with a metaphor that doesn't require explanation in a dictionary; and at the other extreme, it is quite conceivable that there are some speakers of English who use this phrase in its intended meaning without actually thinking about traffic lights. For such people it is a so-called "frozen metaphor", and therefore a part of their linguistic competence.

In giving an account of the metaphorical meaning of green light, the necessary frame information becomes quite specific. Since in the traffic light situation, red and green lights alternate, it is clear that somebody who is waiting for the green light is stopped. In the figurative use, then, the people interested in going ahead with the project have been standing still, prevented from going ahead, waiting for the event of "getting the green light" to occur, waiting for the light to turn green.

The situation is clearly different when we consider the phrase run a red light or run through a red light, a phrase that describes what "she" of sentence (2) is described as having done. Since these expressions have no straightforward "compositional" interpretation, they must be idioms, and hence they deserve a place in our dictionary. In this case, an interpretation that did not include reference to the actual traffic light situation would clearly be mistaken, since such expressions are intended "literally" in the sense that

7 Although I have just claimed that this idiom deserves a place in "our dictionary", I must admit that I haven't found it in anybody else's.
the image the user needs is of a vehicle violating a very specific rule of traffic.

An explanation of the meaning here has to communicate an understanding
of the nature and workings of electric traffic lights.

One other word that seems to belong to our story is amber. I suspect
that there are speakers of English for whom the word amber is associated
mainly with its use in talking about traffic lights, and I also suspect that if it
weren't for this ready-made linguistic association, there would be no
particular reason to use the word amber in this context rather than yellow.

It should be noted that while the American dictionaries fail to identify amber as
connected with traffic lights, Collins and COD8 both give form-and-function
definitions, not for a phrase amber light (in parallel with red light and green
light) but for amber as a noun.

Collins
amber n. 4. an amber traffic light used as a warning between red and
green.

COD8
amber 2 a yellow traffic-light meaning caution, showing between
red for 'stop' and green for 'go'.

Now since it is necessary to say something about "the world" in the
entry for run a red light (and, according to Collins and COD8, in that for
amber), and it is useful to give that same information in the explanation of
(have/get/give someone) the green light – that is, since there are reasons in
some parts of the lexicon to refer to the institutional and artefactual
background that motivates the existence of these terms – a reasonable
argument could be made for linking all relevant dictionary entries with
information about this system. That list of items requiring this connection
would include a number of semantically quite complex terms, such as
protected left turn, for English, and grüne Welle for German.

Since it would be wasteful to include a full account of traffic signal
systems in the definitions of each of the words in this set, we need a way of
making such information available, without requiring it to be presented as
part of the entry for each of the relevant words.

Ethnographic Semantics

There is an important reason why we have had the luxury of worrying
about whether information about traffic signal systems does or not have a
place in the design of a dictionary of English, and that is that we already know
every relevant fact about this essentially universal semiotic system. But a
lexicographer from Mars building a dictionary of English would be considered
irresponsible not to include the necessary cultural background. An English-
Martian dictionary would have to incorporate, or be attached to, an ethnography that described the lifeways of English-speaking people and identified the ways in which members of the culture linguistically dealt with aspects of those lifeways.

We often call on fictitious Martians to help us exoticize that which is close and familiar to us, but we find such efforts less compelling now that we know there is no likelihood of articulate beings living on that planet. So a genuine exotic context might be more useful in making my point. In a study of Trobriand Islanders' terms for body and mind, Gunter Senft quotes Malinowski's discussion of Trobriand notions of "mind" and "memory".

The mind, nanola, by which term intelligence, power of discrimination, capacity for learning magical formulae and all forms of non-manual skill are described, as well as moral qualities, resides somewhere in the larynx. The natives will always point to the organs of speech, where the nanola resides. ... The memory, however, the store of formulae and traditions learned by heart, resides deeper, in the belly. A man will be said to have a good nanola when he can acquire many formulae, but though they enter through the larynx, naturally, as he learns them, repeating word for word, he has to stow them away in a bigger and more commodious receptacle; they sink down right to the bottom of his abdomen. (Malinowski 1922 408f, Senft 1993 pp. 1-2.)

It seems obvious that no ethnographic semanticist preparing a dictionary of the language of Trobriand Islanders would find it satisfying to give a minimal "definition" of nanola as, say, 'mind' arguing that the facts about its specializations (including the memorization of magical formulae) and its location (in the larynx) belong in an encyclopedia of Trobriand culture, an encyclopedia that is in no way connected with the dictionary. We can't really understand the word, I would claim, if we didn't understand the accompanying beliefs.

The piece of "ethnography" connected with a dictionary that gives clear understandings of the use of the language connected with traffic signals would have to describe the physical, institutional, and legal concepts that make up the form and function of this institution. One can imagine a combined ethnography and dictionary which provided this information for the Martian; one can imagine an electronic resource which linked dictionary entries with encyclopedia entries; and one can imagine an efficient print dictionary that included key words expecting readers to consult their own knowledge of the domain. It would be wasteful, of course, for all of the details of the frame to be included in each relevant entry, but at some level or other, the world knowledge about the system has to be understood as
conceptually a part of the information that ought to be available through a dictionary.

Frame Discrepancies

In ordinary dictionaries, reference to facts about traffic signals can be kept to a minimum for defining the terms we have just looked at. In the same way, reference to the details of the commercial transaction scenario and the properties of a money economy need only the slightest allusion in the definition of words that index such frames – buy, sell, pay, spend, charge, etc. – and the workings of gravitational force, through which we understand verticality, does not need to be described in definitions of up and down, ascend and descend, raise and lower, top and bottom, high and low, etc. – because all of the dictionary users that we can imagine have mastered the details of such frames.

Certain traditions of dictionary-writing are problematic precisely because not all speakers of the language share the same interpretive frames, even in areas which are not thought of as terminological. For example, some of us do not have a religion, and those who do, do not all have the same religion. The possibility of frame conflict between compiler and user can be illustrated clearly with religious terminology.

If believing monotheists read a definition of God as “the chief object of worship in many religions”, they would be right in complaining that that’s not what the word means. On the other hand, if atheists read a definition of God as “the Supreme Being who created and maintains the universe”, they could complain that the producers of the dictionary are using language that presupposes something that they find objectionable. A frame-external description cannot satisfy someone who takes the frame for granted; a frame-internal definition cannot satisfy someone who rejects the frame.

Sometimes dictionaries try to have it both ways. I mentioned earlier that the Collins English Dictionary gives two senses of reincarnation (repeated here), one containing the phrase “the belief that” and the other not – one definition is for the outsider, one for the insider.

reincarnation n. 1. the belief that on the death of the body the soul transmigrates to or is born again in another body 2. the incarnation or embodiment of a soul in a new body after it has left the old one at physical death

The second of these definitions is the one that defines the word for people whose belief-world includes the process described. But as I suggested earlier, there is something wrong with the first definition, namely, that no linguistic
separation is made between the content of the belief and the fact that it is a
(i.e., somebody's) belief.

With religious terms, dictionaries sometimes provide indirect access to
the needed background information with domain labels such as *Hinduism,*
*Theology,* or *Christianity.* But such practices are not consistently maintained.

Through the domain label *Christianity,* Collins presents *venial sin* and
*mortal sin* as concepts within Christian belief systems. Of course one might
object that the frame-external information is not sufficiently detailed: not all
Christian doctrines include these notions.

Collins

- **venial sin** *Christianity:* a sin involving only a partial loss of grace.
  Compare mortal sin.

- **mortal sin** *Christianity:* a sin regarded as involving total loss of
  grace. Compare venial sin.

The American Heritage Dictionary assigns *venial sin* to the Roman Catholic
Church, and in its definition *mortal sin* gives useful examples of the category
and is clear about consequences.

AHD3

- **mortal sin** *Theology:* A sin, such as first-degree murder or
  perjury, that is so heinous it deprives the soul of sanctifying
  grace and causes damnation.

- **venial sin** *Roman Catholic Church:* An offense that is judged to
  be minor or committed without deliberate intent and thus does
  not estrange the soul from the grace of God.

All of these definitions refer to grace, which is also defined as a
Christianity-internal notion.

Collins

- **grace** *Christianity:* a. the free and unmerited favour of God
  shown towards man b. the divine assistance and power given to
  man in spiritual rebirth and sanctification

*Original sin,* where all of these problems got started, on the other hand,
is introduced in Collins without definition-external reference to a particular
belief system, but is ascribed to Christianity in AHD..

Collins
original sin n a state of sin held to be innate in mankind as descendants of Adam

To judge from the language of the Collins definition, this is just the way things are. The hedge "held to be..." in this definition invites the inference that the definers have no doubts about the existence of this universal state of sin, but they do allow as matters of controversy its innateness and its origin in a decision made by our ultimate ancestors. (This hedge, of course, gives a wrong understanding of the concept itself.)

AHD3
original sin n. According to Christian theology, the condition of sin that marks all human beings as a result of Adam's first act of disobedience.

The American Heritage Dictionary here chose to give the frame-localizing information in the defining phrase rather than as a subject tag.

The connections between sin and grace on the one hand and hell and heaven on the other hand are not made explicit by the Collins lexicographers.

Collins
hell n 1. Christianity: (sometimes cap.) a. the place or state of eternal punishment of the wicked after death, with Satan as its ruler. b. forces of evil regarded as residing there.

heaven n 1. (sometimes cap.) Christianity: a. the abode of God and the angels. b. the place or state of communion with God after death

The American Heritage Dictionary sees hell as belong to "many religions" but has no frame-external marking on heaven.

AHD3
heaven n. Often Heaven. a. The abode of God, the angels, and the souls of those who are granted salvation. b. An eternal state of communion with God; everlasting bliss.

hell n. 1.a Often Hell. The abode of condemned souls and devils in some religions; the place of eternal punishment for the wicked after death, presided over by Satan.

With the words heaven and hell we become aware of some of the lexicographer's difficulties with this family of terms. At some level we would like a dictionary informed by a theory of frame semantics to show how the concepts and categories it introduces are related to each other, so that, for
example, notions like grace and salvation and heaven, sin and damnation
and hell, would all be connected; but since heaven and hell are concepts
found in many religions, this would require an assumption that the words
have separate meanings in each of those religions.

Alternatives to heaven and hell are purgatory and limbo. Both Collins
and AHD attribute purgatory, to Roman Catholic beliefs, while limbo is taken
to be a more general notion.

Collins

purgatory n. 1. Chiefly R. C. Church. a state or place in which the
souls of those who have died in a state of grace are believed to
undergo a limited amount of suffering to expiate their venial
sins and become purified of the remaining effects of mortal sins.

limbo n. 1. (often cap.) Christianity. the supposed abode of infants
dying without baptism and the just who died before Christ.

AHD3

purgatory n. 1. Roman Catholic Church. A state in which the souls
of those who have died in grace must expiate their sins.

limbo n. 1. Often Limbo. Theology. The abode of just or innocent
souls excluded from the beatific vision but not condemned to
further punishment.

The Collins writers felt it necessary to include the hedges "are believed to"
and "supposed" even though the belief-context was provided with the subject
labels.

The wpd God is assigned to Theology, in Collins; it has no frame tag in
the American Heritage Dictionary, but the belief context is shown with the
phrase "conceived as." (There must have been some interesting in-house
discussions at Collins leading to the use of upper-case initials - Supreme,
Being, Creator - in their definition.)

Collins

God n 1. Theol. the sole Supreme Being, eternal, spiritual and
transcendant, who is the Creator and ruler of all and is infinite
in all attributes, the object of worship in monotheistic religions.

AHD3

god n. 1. God. a. A being conceived as the perfect, omnipotent,
omniscient originator and ruler of the universe, the principal
object of faith and worship in monotheistic religions. b. The
force, effect, or a manifestation of this being.
The Collins lexicographers present Satan without any qualifications: no hedging inside the defining statement and no domain-label covering the whole thing. The definition just tells you who he is. The American Heritage Dictionary assigns the concept to theology.

Collins

Satan n 1. the devil, adversary of God, and tempter of mankind; sometimes identified with Lucifer (Luke 4:5-8).

AHD3

Satan n. Theology. The profoundly evil adversary of God and humanity, often identified with the leader of the fallen angels, the Devil.

We have seen cases where the external-frame information is indicated with a domain label (e.g., Christianity), and we have seen cases where it is alluded to by a hedge inside the defining phrase (e.g., "held to be..."). There are also cases of definitions which need such external reference but which lack them, making them essentially uninterpretable, similar to what we saw with Karmen vortext street earlier. The Chambers Dictionary definition of reincarnate is an example:

Chambers

reincarnate v.t. to cause to be born again in another body or form: to embody again in flesh.

I am sure that if I did not have some independent notion of reincarnation, for which I could make reference to beliefs about a "soul" (a term requiring its own external framework) that originally inhabited one body leaving that body at death, I could not have imagined the conditions under which something can get "embodied again in flesh", and I don't think that looking up the words embody or flesh in that same dictionary would have been able to help me.

Before leaving the spiritual domain, I permit myself to observe that even in an area in which real-world facts are hard to come by, Collins has chosen to add, in the angel entry, some useful encyclopedic information about angelic social stratification.

Collins

angel n. 1. Theol. one of a class of spiritual beings attendant upon God. In medieval angelology they are divided by rank into nine orders: seraphim, cherubim, thrones, dominations (or dominions), virtues, powers, principalities (or princedoms), archangels, and angels.
I have no interest in criticizing dictionaries for their treatment of religious terms. My fascination with this terminology has been mainly because this is an area in which it is important to keep track of the difference between what a word means and the fact that the word is a part of a large and complex package of beliefs. This task of maintaining this separation is difficult because there is no convenient mechanism for doing this. If labels like *Theology* and *Hinduism* were consistently used, and definition-internal hedges about beliefs were avoided, the problem could be partly solved; but such labels generally represent categories that are too broad for the meaning to be properly anchored in its own proper belief system.

**A Frame-Informed Dictionary**

I believe that a dictionary should make it easy for the reader to know what background frames motivate the category a given word represents. In the case of scientific and technical vocabulary, this may not seem like a problem, since the people who use terminological dictionaries presumably are already trained in the basics of the relevant discipline. In the case of the most general vocabulary, this is not seen as a problem, since everybody who uses the dictionary already has access to the relevant frames.

However, we are not only interested in practical dictionaries and everyday users. If we return to the interests of the NLP researcher, we can remind ourselves once again that a computer needs to be provided with the frames that the rest of us already possess, and so lexical information that anchored a text in a conceptual structure that allowed precise inferences would have to be regarded as useful in systems seeking to achieve some level of automatic language understanding. The concept of "frame" has long played an important role in NLP research.

But more than that, the frames that underlie word meanings should become the basis for the recognition of semantic relations among words, and among word senses. The concept of antonym, for example, covers a very broad range of relations, and their nature can be clarified if the semantic frames the words are situated in are made clear. The frames that underlie word meanings should become the basis for recognizing semantic differences across languages, especially since these sometimes permit generalizations across frame characteristics.

We can imagine an electronic lexical resource which links word definitions with information about frames (in some ways this can be thought of as linking entries in a dictionary with entries in a very special kind of encyclopedia), and we can imagine lexicography projects that are devoted to establishing these links by discovering the nature of the frames. Such projects, to the extent that they try to uncover the semantic frames underlying
the general vocabulary, are not frivolously engaged in designing a data-base for some eventual English-Martian or English-Flatlandic dictionary, but are laying the groundwork for understanding the ways in which the words in our language are connected with each other, the ways in which semantic near-equivalences can differ from each other across languages, and the ways in which the vocabulary of a language is an index of the culture of its speakers.

(In my oral presentation I hope to be able to present a brief description of one aspect of the DELIS project, devoted to the description and exploitation of the semantic frames underlying the vocabulary of sensation and perception.)
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